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Abstract 
The Zamani Data Archive has been created to manage the partially structured spatial data collected 

by the Zamani Project. The Zamani Data Archive comprises of an Archive, Public Portal, Search 

Interface and Metadata Management Tool. This report outlines the development of the Archive and 

Public Portal components. These two components were developed over three iterations. Each 

iteration consisted of a planning, design and implementation, testing and evaluation phase. The 

archive needed to be able to create relational links between the records found in the archive to 

provide it with a good structure. Additionally, the Archive provides Archival Tools, allowing an 

administrator of the Zamani Data Archive to ingest and purge objects from the archive.  The Public 

Portal allows users to create an account on the Zamani Data Archive. Registered users are then able 

to request data from the Zamani data set. The Archive also provides the administrator with the ability 

to manage these permissions through the Request Management functionality. The system was 

evaluated with a Usability Test that included a System Usability Scale (SUS). This was used to obtain a 

subjective label for each component based on an adjective rating scale. The mean SUS scores for both 

the Archival Tools and Public Portal fell into the bracket between good and excellent. The last 

evaluation done for the system was a User Acceptance Test with the Zamani Project team. The team 

responded positively to the Zamani Data Archive. This was further enforced when the team discussed 

future work on the system and the steps required to take the system to a production environment. 
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Introduction 

Project Description 
The Zamani Project was initiated to create a permanent metrically accurate record of important 
heritage sites in Africa and the Middle East as well as increase the international awareness of 
these sites. The purpose of this preservation is fourfold in that the data has been collected for 
education, research, restoration and conservation purposes (Zamani Project, 2014) .  
 
Thus far, the Zamani team has documented approximately 40 sites in 12 countries in Africa and 
the Middle East, amounting to close to one hundred three-dimensional (3D) models of individual 
structures. The dataset collected by the team contains approximately 44TB including backups and 
copies. The data comprises of different forms such as 3D models, plans, videos, panorama imagery 
and Geographic Information Systems (GIS) (Zamani Project, 2014). 

 
The Zamani team requires an archive for their large geospatial data collection from cultural 
heritage sites. The problem consists of two major aspects, namely: archival storage management 
and end-user presentation.  
 
The archival storage component of the system needs to consider the relationship between 
items in the Zamani data set. A Metadata Management Tool is needed to create, modify and 
transform metadata relating to the Zamani data set. Additionally, it needs to provide the 
administrator of the system with tools to ingest and purge content from the archive.  
 
Researchers and the general public required access to the data as one of the primary objectives 
of the Zamani Project is creating awareness for the sites. The archive requires a Public Portal that 
will enable end-users to search, view, request and download data from the archive. The efficiency 
of file transmission needed to be considered due to the large file size found in Zamani’s dataset. 
Additionally, access to the data collected by the Zamani Project must be controlled so that the 
data is used for its intended purpose and not exploited for commercial reasons. A diagram that 
outlines the user interactions mentioned above can be seen be seen in Figure 1. 
 

 
Figure 1: Overview of the Zamani Data Archive 
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Discussion of System Interaction 
The proposed solution can be broken into user and administrator interaction with the Zamani Data 

Archive. Users are able to access the Zamani data set via the public portal. The viewing of records is 

done via the Search Interface which extends the public portal functionality. Additionally, the public 

portal provides functionality allowing the user to request and download data from the Zamani data 

set.  

The administrative interaction with the system consists of creating, modifying and transforming 

metadata for the Zamani data set using the Metadata Management Tool. Additionally, the Archive 

provides Archival Tools for managing the content in the repository. 

 

Motivation 
Preservation of heritage sites throughout the world has been the goal of enthusiasts and researchers 

alike. Spatial data acquisition repositories such as Zamani have proved (Rüther, et al., 2009) to be 

invaluable in facilitating quantitative analysis and planning of the preservation of heritage sites. Aside 

from providing permanent records of cultural heritage for future generations, it has potential to aid 

in providing practical quantitative planning of the conservation and restoration of such sites. Finally, 

with regard to education and tourism, a project such as Zamani serves as a means to publicize African 

heritage. 

 
Finding an effective way to archive the large collection of interlinked geospatial data held by the 

Zamani Project is a significant impact of the project, as the team has no tools to perform such tasks. 

The archive provides the Zamani Project with a means to structure their data and share their research 

with the public and collaborators alike. Additionally, this project served to provide future preservation 

projects with an efficient model to work from.   

  

Proposed Solution 
To solve this problem this project has created the Zamani Data Archive. The project was separated 

between Michael Ferguson and Jay Benson. Michael Ferguson was responsible for the Search Interface 

and the Metadata Management Tool. Jay Benson was responsible for the Data Request Interface, 

Archive, Archival Tools and Request Management. This document describes the components that Jay 

Benson dealt with, which can be seen in light grey in Figure 2. 
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Figure 2: Zamani Data Archive structure (component breakdown) 

Discussion of Proposed Solution 
The Archive and Archival Tools of the Zamani Data Archive are the components responsible for archival 

storage management. Nginx served as both a Webserver and a proxy server to relay requests to 

Fedora.  The Webserver was also responsible for serving static content relating to the Public Portal 

and Backend. Additionally, Nginx also served downloads to users. Fedora is responsible for storing 

Fedora Extensible Object Extensible Mark-up Language (FOXML) representations of the Zamani data 

set.  

The Public Portal provides a presentation of the data to the end-users and can be broken up into the 

Search and Data Request interfaces. The Data Request Interface served as the Public Portal 

Component of the permissions system allowing users to request files Zamani Archival System.  The 

Search Interface was responsible for allowing users to view and navigate through the Zamani data set. 

Additionally, the Data Request interface includes the Account page where users can see their current 

permissions for files they have requested and allows them to download requests that have been 

accepted. 

The Backend comprised of all the administrative functionality of the Zamani Archival System. The 

Archival Tools allows ingesting and purging of records from the Fedora repository. The Request 

Management feature served as the administrative component of the permissions system. 

Additionally, the Backend includes the Metadata Management Tool (Meta-fy) for creating, updating 

and transforming metadata relating to the Zamani data set. 

Both the Public Portal and Backend were created using a combination of PHP and JavaScript. PHP 

was chosen as the server side scripting language, while JavaScript was used to dynamically generate 

content on the client side.   
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Evaluation 
During the development of the Zamani Archival System formative evaluations were conducted with 

the project team, the Zamani team and the supervisor. These evaluations gave feedback on functional 

requirements, implementation strategies and usability issues. These evaluations were used to refine 

the system and ensure that it could meet the requirements of the client. 

The final evaluation of the Zamani Data Archive comprised of a system usability test and a user 

acceptance test. The usability test was conducted in a study with University of Cape Town students; 

this qualitative metric was used to access how well the requirements of the project were met. The 

user acceptance test was created to gauge the overall success of the project as determined by the 

client. Additionally, it provided the development team with an opportunity to demonstrate the 

product to the Zamani team. The final evaluations of the project were also used to identify any bugs 

in the system and opportunities for future work on the Zamani Archival System. 
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Background 

Introduction 
This chapter seeks to show the analysis that was performed after the final with regards to the 

repository software used for the Zamani Data Archive. It provides a comparison of Dspace and Fedora, 

the two alternatives identified for use in the Zamani Data Archive.   

 

Dspace vs Fedora 

Dspace 
Dspace is a Java-based free open source repository package licenced under a BSD open source license. 

This means that the repository can be used by any organisation. Additionally, this licence permits the 

modification and integration of the source in any commercial product.  

Dspace provides a “turn-key” installation, this means that it can be used directly after installation 

without the need for additional configuration. The Dspace repository comes with a Web-based 

interface that can be installed on Windows, Mac OSX and Linux. This allows for the quick creation of 

a testing environment (Dspace, 2014). 

Dspace has a large community consisting of over 1000+ active repositories used for either production 

or project environments. The Registry of Open Repositories (ROAR) provides timely information about 

open repositories throughout the world. It currently has 1501 Dspace based repositories listed (ROAR, 

2014). This community is far larger than of other the other open repositories found in the registry. 

This large community provides access to additional modules and configurations.  

Dspace allows full customisation of the look and feel of its Web-based interfaces. There are currently 

two main alternatives: a standard Java Server Pages based interface and an XML interface based on 

the Apache Cocoon Framework (Dspace, 2008).   

Dspace uses a Dublin Core metadata format that can be modified to the needs of the required project. 

Additionally, other metadata schemas such as MARCS and MODS can be mapped and loaded into the 

repository. Dspace allows you to choose which metadata fields you would like to index and offers full 

text-based searching on any of the desired Dublin Core fields (Dspace, 2014).   

Dspace can be used in conjunction with either a PostgreSQL or an Oracle database. PostgreSQL is a 

free open-source database, while Oracle provides a paid for alternative (Dspace, 2014).  

A clean Dspace installation with no additional configuration is able to handle any file format. File 

formats are categorised into three levels: Unknown, Known and Supported. A bitstream format 

registry is provided that allows the addition of more formats. This allows unrecognised formats to be 

identified in the future (Duraspace, 2014).  
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Fedora 
Fedora is a java-based open source repository service licensed under the Apache Licence, Version 2.0. 

This means that the software is distributed on an as is basis without warranties or conditions of any 

kind, either express or implied (Fedora Commons, 2014). Fedora can be installed on Window, Linux 

and Mac OSX (Fedora, 2014). 

Fedora manages all content as data objects, each composed of a PID and various datastreams that 

contain either content or metadata data relating to the object. Any number of datastreams can be 

defined for in a data object. The DC or Dublin Core and RELS_EXT datastreams are reserved in Fedora. 

The DC datastream can however be modified to the requirements of the problem. The RELS_EXT data 

stream is responsible for asserting RDF relationships between data objects in the repository (Fedora 

Project, 2007).  

Fedora can be configured with a number of databases including Derby, MySQL, Oracle, PostgreSQL 

and Microsoft SQL Server (Fedora, 2014). 

Fedora also comes packaged with the optional Generic Search Service (GSearch) which is able to index 

Fedora FOXML records through disseminator calls. The GSearch Service is also able to search these 

indexes. Additionally, the service can plugin with a number of search engines namely; Lucene, Solr and 

Zebra (Fedora Project, 2007). 

Fedora does not come packaged with Web interface. Instead Fedora provides its core repository 

service through its extensive Web-based REST and SOAP APIs which allow you to create, read, modify 

and delete data objects in the repository. This provides the tools need for the creation of a custom 

Web-based interface (Fedora Project, 2010).  

The Fedora community is relatively small with only 54 active repositories used in a production or 

project environment according to the ROAR (ROAR, 2014). Although the community is small there are 

a number of Fedora based alternative available that have extended the Fedora functionality to include 

a Web based interface and search engine integration. The two most popular derivatives are Islandora 

a Drupal and Solr implementation and Hydra which uses Ruby on Rails, Solr and Blacklight (Fedora, 

2014). 

 

Evaluation 
In the project proposal it was specified that Dspace would be used as the repository architecture. 

However, after further analysis, it was determined that Fedora was more appropriate for the needs 

of the Zamani Data Archive.  Dspace did not provide an out-the-box solution and would have required 

top-down development using the Dspace infrastructure and additional modules. Conversely Fedora 

Commons allows for bottom-up development with its extensive REST web API which could be used to 

access the contents of the repository.  

Furthermore Fedora has the ability to create additional datastreams for data objects, which could be 

used to capture the additional file format specific information. This was required due to various file 

types found in the Zamani data set. Fedora’s RDF support also provides a tool for providing structure 

to the Zamani Data Archive as the relationships between data objects can be define. 

The main drawback of using Fedora over Dspace is the lack of an active community, which is evident 

from the number active repositories found on the ROAR website.  
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Development Lifecycle 

Design Methodology 
An iterative design methodology was chosen for this project as the requirements of the Zamani Data 

Archive could be broken up into sub-components namely, Archive, Public Portal and the Backend. 

Additionally, each of these components could be created separately. 

The Development lifecycle used consists of the following stages in each iteration; planning, design and 

implementation, testing and evaluation. This design approach was taken to ensure robust software 

was created that could serve as a core for future improvements and requirements. This is of particular 

relevance as the Zamani Project plans to extend the Zamani Data Archive functionality in the future.  

 

 

Figure 3: Development Cycle 

Planning 
Planning was used to gather and refine the requirements for the iteration. As there was a high level 

of client interaction in the design and development process the requirements or presentation of the 

project changed over time. The requirements to be addressed were selected at the beginning of each 

iteration. 

In order to better understand each of the components and consider them in a more fine-grain manner, 

a series of sticky notes were used (seen in Figure 4). This technique was also used to consider the logic 

required for each component that needed to be developed. Once a task had been completed it was 

moved to the completed pile (seen in Figure 5). Additionally, flowcharts and use case diagrams were 

created to provide a high-level overview of components in the system. 
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Figure 4: Information and functionality required broken down into smaller components 

 

Figure 5: Completed functionality 

Design and Implementation 
In order to ensure that the requirements of the project were met and that the Zamani Data Archive 

offered a high level of usability to the end users, design and implementation of the project happening 

concurrently. Once initial analysis and design was complete the functionality for the iteration was 

implemented. The largest challenges were faced in this stage of the development lifecycle. In this 

document the implementation stage has been thoroughly described with all the configuration of the 

Zamani Data Archive. In order to better understand the requirements needed for each component 

use case diagrams and flowcharts were created specifying the different activities for both 

administrators and users. 
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Testing and Evaluation   
To ensure that each component of the system met the requirements, feasibility testing was used along 

with formative assessment during each iteration. At the end of each iteration, the artefacts created 

were evaluated based on whether they fulfilled the requirements of the user and were error free. The 

evaluation stage also served to gather requirements for the following iterations.  

 

First Iteration 

Planning 
Components such as the webserver and the repository were needed before the Archival Tools, 

Request Management and Public Portal could be developed. The webserver and repository were 

required in the early stages of the project so that live testing could be performed with the search 

interface. Additionally, the account management functionality was needed so that users could register 

and login to an account on the Zamani Data Archive. User accounts were also needed before the file 

permissions of users could be handled.  

Dspace was the proposed repository architecture of choice, however after further evaluation (found 

in the background chapter) it was decided that Fedora would be better suited.  Additionally, the 

Zamani data set was mounted the server and the account management functionality of the data 

request interface was added allowing users to register an account and login. 

For the above reasons these components were prioritised for the first iteration of the development 

life cycle.  

 

Design and Implementation 

Fedora - Archive Architecture 
In the project proposal it was specified that Dspace would be used as the repository architecture. 

However, after further analysis (found in the background chapter) it was determined that Fedora 

Commons was more appropriate for the needs of the Zamani Data Archive.  Dspace did not provide 

an out-the-box solution and would have required top-down development using the Dspace 

infrastructure and additional modules. Conversely Fedora Commons allowed for bottom-up 

development with its extensive REST web API. Furthermore in Fedora all content is manage as data 

objects, each composed of datastreams that contain either content or metadata data. This allowed 

the creation of additional datastreams which could be used to store file format specific information. 

This was required due to various file types found in the Zamani data set.   

Fedora was thus in line with the needs of the project as a custom software product was being created 

for the client. The Fedora configuration consisted of an Apache Tomcat application server in which 

Fedora is run, as well as a relational database management system (RDMS) to support some of the 

repository’s functions.  
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PostgreSQL 
PostgreSQL was chosen as the RDMS due to the extensibility it provides for handling GIS data which 

could be used in future work on the Zamani Archival System. PostgreSQL is designed for high volume 

environments which was needed for the large size of the Zamani data set. 

PostgreSQL has the ability to create stored procedures (PostgreSQL, 2014). This functionality was used 

to create an array search function. The array search function takes a search value (needle) and an 

array (haystack) and returns the index of the needle in the haystack if it is found. This function was 

used extensively in the permissions system to look up file permissions for users.  

The configuration for the PostgreSQL RDMS only required than a ‘fedoraAdmin’ role be created and a 

‘fedora3’ database. The statements for creating these entities can be seen in Figure 6. 

 

Figure 6: PostgreSQL configuration 

 

Fedora Object Extensible Mark-up Language (FOXML) 
FOXML version 1.1 was the metadata format chosen to represent and ingest the Zamani data set in 

the archive. FOXML is a simple XML format that directly expresses the Fedora digital object model, 

additionally, it has been performance optimised for Fedora (Fedora, 2005). As FOXML provides a direct 

expression of the Fedora digital object model is able to handle multiple datastreams. Control groups 

are used to define where the bytestream content is stored. The ‘Inline XML’ control group was used 

so that XML pertaining to the digital object could be stored inline. 

Each FOXML record created for the archive consists of four datastreams, namely, DC, RELS_EXT, 

POSITION and FILE. Tiff files additionally have a CALIBRATION datastream.  

The DC or Dublin Core datastream represents the majority of the data relating to files with the other 

datastreams adding additional information.  

 

Figure 7: Dublin Core datastream example 
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The RELS_EXT datastream is a reserved datastream in Fedora used to assert relationships between 

digital objects in the repository. This datastream uses the RDF authoring style which specifies the 

relationship between a subject and the object it is bound to.  Subjects and objects are referenced by 

their URIs which identify the digital objects in the repository. The ‘isMemberOf’ relation was used to 

preserve the structure of the Zamani data set. An example of such a relation can be seen below where 

the ‘Sudan Collection’ is being defined as a member of the Zamani Project Collection. 

 

The relational structure of the archive can be summarised as follows: 

 

Figure 9: RELS_EXT entity relationships 

The POSITION datastream contains the location related data for the record. This datastream was 

included to provide the needed information for the map based searching in the search interface. 

Additionally, this information would be displayed in the individual record view.   

 

Figure 10: POSITION datastream example 

The CALIBRATION datastream was required for TIFF files in the Zamani data set so that additional 

camera calibration setting could be stored. 

 
Figure 11: CALIBRATION datastream example 

Figure 8: RELS_EXT relation example 
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The FILE datastream provided information relating to the actual file that the digital object represented. 

This data stream included the filename, file size and file location. This datastream was created to 

provide a mechanism for accessing the files using the information in the repository. This was of 

particular importance when considering that the Zamani Archival System was required to allow users 

to download the files from the Zamani data set.  

 

Figure 12: FILE datastream example 

 

Fedora Installation 
The Fedora installation first required that Java JDK 6 be installed and that and that the JAVA_HOME 

environment variable be set to the location of the Java JDK. Additionally, the FEDORA_HOME was set 

to the location of the Fedora installation in case any command line utilities were needed.  The PATH 

environment variable required the addition of the Java and Fedora bin directories. In the case of 

Fedora, both the client and server bin directories were required.  

GSearch was included in the installation which provides functionality for indexing Fedora FOXML 

records as well as searching through the created indexes. Additionally, it allows you to plugin a 

selected search engine. Solr was the chosen search engine for the Zamani Archival System.  This 

provides the Fedora repository with more powerful mechanism to query the content of the repository. 

 

Nginx – Webserver Configuration 
Nginx, a HTTP and reverse proxy server, is an alternative to Apache and was chosen as the Webserver 

for the Zamani Archival System.  Nginx handles threads differently to Apache (Nginx, 2014). A new 

process is not created for each Web request. Instead it comprises of worker processes, which are each 

handled by a single-thread. Each worker process is able to handle thousands of concurrent 

connections. Furthermore because of the way Nginx handles threads it uses less CPU and memory 

resources. This configuration was chosen to ensure that the Zamani Archival System was scalable and 

could handle a large number of requests if needed. 

Nginx comprises of modules which are included at compile time (Nginx, 2014). The configuration used 

for the Research Data Archive can be seen in Figure 13. The following additional modules were used; 

GZIP module, Mail module and Mod_zip. The initial Nginx installation was done with version 1.1.5 as 

version 1.1.6 (the latest version) gave a compilation error in the ngx_http_zip_headers.c file stating 

that variables were set but unused. 

Nginx is able to compile PHP natively. However it was decided that the PHP FastCGI Process Manager 

(PHP-FPM) daemon would be used to handle PHP requests instead, as this would reduce the load on 

the Webserver as this thread could generate the dynamic content for the Frontend and Backend. The 
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PHP-FPM package includes the ability to scale up the number of PHP processes that are running and 

handling requests based on load (PHP, 2014). This provides for better resource management on the 

server. A more detailed explanation of the modules and configuration used can be found in Appendix 

B1. 

 

Figure 13: Nginx compile configuration 

 

Data Request Interface - Account Management 
The first component of the data request interface that was developed was the account 
management functionality. The account management functionality would allow users to create 
an account on the Frontend of the Zamani Archival System. After meeting with the Zamani team 
was determined that a terms and conditions for the Zamani Archival System was needed for legal 
purposes. Users would be required to accept these conditions before creating their account. This 
would ensure that all users had agreed to any copyright restriction on the Zamani data set before 
they were able to request or download any content from the Archive. The account would be used 
to keep a record of the user’s email address so that they could be informed of any updated 
permissions. Furthermore the account management functionality required validation of all fields 
to prevent any potential SQL injection attacks. A high-level overview detailing the use cases and 
processes of the account management functionality can be seen in Figure 14 and 15. 

 

Figure 14: Use case diagram for account management 

--prefix=/etc/nginx --conf-path=/etc/nginx/nginx.conf --error-log-path=/var/log/nginx/error.log -

-http-client-body-temp-path=/var/lib/nginx/body --http-fastcgi-temp-path=/var/lib/nginx/fastcgi 

--http-log-path=/var/log/nginx/access.log --http-proxy-temp-path=/var/lib/nginx/proxy --http-

scgi-temp-path=/var/lib/nginx/scgi --http-uwsgi-temp-path=/var/lib/nginx/uwsgi --lock-

path=/var/lock/nginx.lock --pid-path=/var/run/nginx.pid --with-debug --with-

http_addition_module --with-http_dav_module --with-http_gzip_static_module --with-

http_realip_module --with-http_stub_status_module --with-http_ssl_module --with-

http_sub_module --with-ipv6 --with-sha1=/usr/include/openssl --with-

md5=/usr/include/openssl --with-mail --with-mail_ssl_module --add-

module=/zamani_BACKUP/mod_zip-1.1.5 
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Figure 15: Flowcharts for registration and login processes 

Database Design 
This section details the tables found in the ‘Admin’ database that was created in the PostgreSQL RDMS.  

This database was created to house all the components of the permissions system. The database 

consists of three tables (seen in Figure 16). 

 
Figure 16: Admin database entity diagram 
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Login table 
The login table was created to store the account details of a user. To ensure that each user has a 
unique id, the login_id_sequence was created. This sequence is responsible for generating unique 
identifier for the login table and provides the same functionality as MySQL’s AUTOCREMENT 
feature. 
 
The activation field was created to store the unique activation string that a user is given to activate 
their account. Once an account is activated, the value ‘true’ is stored in this field. 
 
Permissions table 
This table stores a permissions list for each user. The ‘pid’ and ‘state’ array fields store permissions 
for each file the user has requested.  This is done by adding a corresponding personal identifier 
(PID) and state to the same index of the in both the ‘pid’ and ‘state’ array fields. The possible 
values of the state field are; ‘requested’, ‘accepted’ and ‘declined’.  These three values represent 
the states that a user request for a file can have. For example the first record requested by a user, 
has its PID placed in pid[0] with the ‘requested’ state in state[0].    
 
The Data Request Interface is responsible for adding new requests into the permissions table with 
the ‘requested’ state. The Request Management functionality is then responsible for either 
changing the state to ‘accepted’ or ‘declined’ at the discretion of the administrator.   
 
Login_admin table 
This table was created to store the details of the administrators of the Zamani Archival System. It 
contains an additional ‘name’ for the administrator’s given name. This is used for easy-to-read 
logging of which administrators has updated the file permissions for a user.  These login details 
were kept separate from the end-user details to ensure only administrators could modify this 
table. 
 
 

Account Management – Important Processes, Scripts and Functions 

Index.php 
This script contains the Register, Login and Terms and Conditions forms which can be found in 
Appendix A1. These forms pass requests to the scripts described below. 
 
In order to display these forms a JQuery plugin called LeanModal was used. This plugin allows you 
to define a modal container which can contain any html objects. LeanModal also defines a modal 
trigger, which when clicked triggers the modal container to pop-up on the screen and makes the 
background opaque. The plugin is used by calling the ‘leanModal’ function, which takes three 
options. The first is the vertical position of the modal element in relation to the document body. 
The second options specifies the overlay opacity and the final option allows for an optional close 
button to be added to the modal. The call to the leanModal function in the index.php script can 
be seen below: 
   

 
Figure 17: LeanModal function call used to create a pop-up container 

 

$("#requestModal_trigger").leanModal({top : 150, overlay : 0.6, closeButton: ".modal_close" 

}); 
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The modal used for the account management allows the user to navigate between the login, 
registration form and the terms and conditions page. Screenshots of the account management 
functionality can be seen in the Appendix A2. All the forms in the modal contain validation to 
ensure that a valid email address has been added and additionally that all the required fields have 
been filled in.  
 
Register.php 
This script is sent an AJAX post request containing the user’s email address and password from 
the registration form. The email is first validated by this script to ensure that a user has not already 
registered with the same email address. If the email address of the user is found to be unique, an 
activation code is generated for the user. This is used to create a unique activation link for the 
user, which is sent to their registration email address.  The unique activation value is then inserted 
into the login table along with the activation code.  
 
Activate.php 
When an activation link is clicked on by a user this script uses the unique activation code at the 
end of the link to look up the user in the login table. If they are found, their activation field value 
is set to ‘true’. Once this script has been run for a given user’s activation code they are then able 
to login in to their account on the Zamani Data Archive.  
 
checklogin.php 
This script is sent an AJAX post request containing the user’s email address and password from 
the login form. The script first checks if the email address password pair exists in the login table. 
If no match is made, the user is notified that their email address or password is wrong. If a match 
is found an additional test is done to see if the account has been activated. If it has not, the user 
is informed that they should activate their account. Otherwise, the user is logged in and PHP 
session and variables are created to store their id, email address and list of PIDs from their 
permissions table record if they have one.  
 
When the ‘id’ and ‘email’ session values are set, the user is deemed ‘logged in’. When these 
session variables expire, the user is required to login again. 
 
Logout.php 
This script allows users to logout of their account on the Zamani Archival System and does so by 
unsetting any session variables and then destroying the current session.  These operations are 
performed by the session_unset and session_destroy function respectively. 
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Testing 

Overview 
The feasibility testing for this iteration required that Nginx and Fedora were accessible remotely and 

that a user was able to create an account on the Zamani Data Archive and login in. The results of these 

tests can be seen below. 

 

Nginx  
The screenshot below shows that the Nginx configuration was working correctly as this is the default 

index page served by Nginx. This indicated that the Nginx webserver was ready for live testing. 

 

Figure 18: Nginx default index page 

 

Fedora 
The screenshot below shows that the Fedora repository was remotely accessible on Nala, as this is the 

default description page. This confirmed that the development team would be able to perform further 

testing in a ‘live’ environment. 

 

Figure 19: Fedora default description page 
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Account Management 
The screenshots below show the process of a successful registration for a user as well as the ability to 

login to the Zamani Data Archive. The user first submits the registration form with their details. They 

are then sent an activation email to their registration account. Once they have clicked the activation 

link they are redirected to the index page and are able to login successfully.  

 

Figure 20: Successful User Registration with activation alert 

 

Figure 21: Email received containing an activation link 

 

Figure 22: Successful user login 

 



25 | P a g e  
 

Evaluation 
This iteration provided the Zamani Archival System with its core infrastructure: the Research Data 

Archive consisting of Nginx and Fedora. Additionally, the account management aspect of the 

permissions system was created.  

The lack of ability to change your password if it has been forgotten was noted as a missing feature in 

account management functionality and was added to the backlog of the second iteration.  

The software stack created by this iteration allowed for the much needed live testing with Fedora and 

provided a platform for the creation of the Search Interface component of the Public Portal. 

 

Second Iteration 

Planning 
The primary goal of this iteration was to develop the account page and request components of the 

Data Request Interface as well as the Request Management functionality and interface. The Data 

Request Interface would allow a user to request files, view request states and download files. 

The Request Management functionality would allow the admin to change file permissions for user 

requests. Additionally, a log was required stating which administrator had updated a user’s file 

permissions for auditing purposes. 

The information required for an administrator to identify a file was discussed with the Zamani team. 

The fields decided upon determined the content of the Request Management page detailed in this 

iteration. 

Additionally, the ability for a user to change their password would be added to the existing account 

management functionality. 

 

Design and Implementation 

Data Request Interface – Account Management  
During the evaluation of the first iteration it was found that the functionality for a user to change their 

password was required in case it was forgotten.  In order to add this functionality a link was created 

on the login form to a change password form which allows a user to change their password by entering 

their email address. A high-level overview of the change password functionality can be seen in Figures 

23 and 24. 

 

Figure 23: Updated use case diagram for account management 
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Figure 24: Flowchart of the change password process 

 

Account Management – Important Scripts and Functions 
changepass.php 

This script first checks if the entered email address exists in the login table. If it does not the user is 

notified that the email address was not found. If the email address is found, a randomly generated 

password is created and used to replace the current password for the user. An email is then sent to 

the user’s registration email containing their new password which they can now login with. 

 

Data Request Interface – Account Page 
The account page serves as the central location for a user to view their current file requests and 

download files that have been accepted. This page also includes additional information relating to the 

archive namely: a list of recommended software and the terms and conditions of the Zamani Data 

Archive. All these components of the account page are accessible through tabs in the control panel 

found on the left of this page. This was done to ensure that all the additional information relating to 

the Zamani Data Archive could be found in one place. 

The terms and conditions tab was included for user to reference at a later point if they are unclear of 

the terms and conditions they initially agreed to when registering an account on the Zamani Data 

Archive. The recommended software was included after meeting with the Zamani team in order to 

provide users of the archive with links to software to interact with the data found on the archive. This 

includes software for dealing with VRML, PLY (normal detail 3D model), QSplat (high detail 3D model), 

Videos and Laser scans. 

Users may download a single file or a batch of files from this interface. If multiple files are selected for 

download, a ZIP archive is dynamically generated by the Nginx Mod_zip module.  If only a single file is 

requested it is served to the user directly.  

This page is only displayed in the navigation bar when the user is logged in. This rule is enforced as 

users may not access the data in the archive directly until they have registered and agreed to the terms 

and condition of the archive. There are multiple paths to the account page allowing a user to more 

easily navigate to the page. The user can either select the account navigation bar item or they can click 

on their email address displayed at the top of the page. A high-level overview of the download process 

can be seen in Figure 24. 
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Figure 25: Flowchart of the download process 

Account Page – Important Scripts and Functions 
download_user.php 

This script is responsible for dynamically generating a user’s account page. This is done by querying 

the permissions table with the user’s email address and processing the permissions list retrieved For 

each PID in the user’s permissions list, two cURL requests are made, one to Solr to get the basic 

information for the file (file format, collection and county) and a request to the FILE datastream to get 

the file name.  

The state of the file is evaluated and an appropriate tag containing the current state for the file is 

displayed. Files with the requested status are displayed with a pending tag. The accepted and declined 

tags are represented with a tag named the same. If the state of the request for a user is accepted a 

checkbox is displayed for the line item allowing the user to check it if they wish to download the file.  

An additional request is made to the getScaledImage.php script which creates a scaled thumbnail of 

the record in the archive. Where images are not available (such is the case for some 3D models) an 

‘IMAGE NOT AVAILABLE’ default image is displayed. An example call to the getScaledImage.php can 

be seen in Figure 24. 

 

Figure 26: Request for a file with mime type A and a PID of B. 

Once the user has selected the file/s they wish to download, they then press the Download File(S) 

button which sends a list containing the selected file PIDS to the download.php described in the next 

section. 

 

download.php 

This script takes a list of PIDs and determines the length of the list. If the list only contains one value 

the request is handled by the Nginx X-Accel-Redirect header which is passed the file location from a 

cURL request to the FILE datastream. 

During the development of batch file downloads it was noted that file names in the Zamani data set 

contained spaces. This is not the naming convention in Ubuntu, the operation system running on Nala. 

<img 

src="http://nala.cs.uct.ac.za/zamaniProject_archive/inc/getScaledImage.php?w=100&amp;h=10

0&amp;mimeType='A'&amp;pid='B'" > 
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Additionally, it was noted that version 1.1.6 added the use of URL-encoded string for file names and 

paths, this allowed the Mod_zip module to work with file names containing spaces. It was thus decided 

that a working versions of Mod_zip 1.1.6 was needed to handle batch file requests for the archive. 

After looking at the Github repository (https://github.com/evanmiller/mod_zip/) for the module it 

was noted that updates had been done prior to the release of version 1.1.6 that fixed the compilation 

error. After the ngx_http_zip_headers.c file had been replaced with the most recent release from the 

Github repository the binary for Nginx was recompiled with the Mod_zip version 1.1.6. This did not 

require any additional reconfiguration as a recompilation of Nginx simply replaces the binary used by 

the server. This meant that all existing Nginx configurations could remain the same. To use the new 

binary the Nginx server was shutdown before compiling the new binary. Once the binary was replaced 

the server was started again. 

If multiple files are requested, a string is built containing the CRC32 checksum of the file, file size, and 

url-encoded file path and name. Each of the requested files is then placed on new line with these 

parameters. Once the entire string has been build it is printed to the response body of the HTTP 

request. The X-Archive-files:zip header is then used to handle the request which dynamically creates 

a ZIP archive by scanning the response body of the HTTP request for a list of files with additional 

attributes which are retrieved and encoded in order. Once the ZIP archive has been created it is served 

to the user’s browser by Nginx. 

  

Data Request interface – Request Button 
In order to allow a user to request a record, a request button has been integrated into the Search 

Interface metadata view. The button has been placed at the top of the view to be easily identified. 

Before a user can use the request button, they first need to be logged in. If the user presses the request 

button and they are not currently logged in, the login window will appear indicating the need to be 

logged in. This was done to enforce that the user is logged in and has agreed to the terms and 

conditions of the Zamani Data Archive before requesting files.  

Once the user is logged, a check is made to see if the user has already requested the file, if this is the 

case, a tag displaying the current state of the request is displayed instead of the request button. This 

was done to allow users to see which files they had requested by navigating to the metadata view of 

for a record.  Additionally, it prevented users from requesting the same file multiple times.  If the file 

has not been requested the request form is displayed which allows the user to specify the reason for 

their request. A high-level overview of the file request process can be seen in Figure 26. 

 

Figure 27: Flowchart of the file request process 

 

https://github.com/evanmiller/mod_zip/
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Request Button – Important Scripts and Functions 
login_test.php 

This script has two functions. To determine if the user is logged in when they press the request button 

and whether they have already requested the file. If the user is not logged in, the login form is 

triggered when the request button is pressed. If the user has already requested the file then the 

current state of the file is displayed and the request button is hidden from view.  

download_request.php 

When a user first requests a file this script creates a permissions record for the user containing in the 

permissions table. The PID of the newly requested file is placed in the first index of the pid array and 

a ‘requested' state in the first index of the state array.  If the user has previously requested files, the 

newly requested file PID and state are appended to the pid and state array fields as described above.  

Additionally, the user’s email address, the reason for the request as specified in the request form and 

a time stamp are emailed to the primary administrator for the system to inform them of the new 

request. The primary administrator for the system is specified in this file. 

 

Request Management  
The Request Management functionality was created to provide the administrator of the Zamani Data 

Archive with a tool to manage file requests. This functionality is provided by the download 

management page. This interface separates requests by user and only displays the files that have the 

requested state for each user. Once the PIDs of the requested files have been obtained the download 

management page is dynamically generated in a similar manner to the account page mentioned 

above. The administrator is directed to the download management page once they have logged in. 

This has been done as request management is the most frequent functionality the administrator will 

use in backend of the system. A high-level overview of the request management process can be seen 

in Figure 28. 

 

Figure 28: Flowchart of the request management process 

 

download_management.php 

This script is used to dynamically generate the download management page, which provides the 

request management interface for the administrator of the Zamani Data Archive. This is done by 

requesting the records from the permissions table for each user. Only requests that currently have a 

requested state are displayed on this page.  

For each PID with a requested state in the user’s file permissions list,  two cURL requests are made, 

one to Solr to get the basic information for the file (file path,  type,  format, collection, country and 

date) and a request to the FILE datastream to get the file name. 
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A show/hide button was included so that the administrator would be able to see an overview of the 

current file requests on the Zamani Data Archive. This button expands a table containing all the file 

requests for an individual user. Additionally, a badge containing the number of requests for the user 

is displayed in the top left hand corner, to allow the admin to see the number of requests from each 

user without first expanding the table. 

An accept all and decline all check box was included for each user to speed up the process of changing 

user permissions. Once one of these buttons is clicked the corresponding option is chosen for each 

request by the user. The admin can then modify the individual records as per their needs. A screenshot 

of the download management page can be seen in Appendix A2. 

Once the administrator has selected their desired permission modifications for a user, they then press 

the update permissions button which calls the download_request.php script described in the next 

section. This script is used to update the permissions for the user.  

update_permissions.php 

This script is called by the download management page to update the permissions for a user. This is 

done by first looking up the index of the PID in the pid array field to find the corresponding state in 

the state array field that needs to be modified. This is done using the array_search function created 

in the PostgreSQL database described in the section relating to PostgreSQL above. Once the index of 

the PID has been found the corresponding index in the state array field is updated to either accepted 

or declined as specified by the administrator. 

As each file permission is updated a string is built containing the file name, new state and a timestamp. 

Additionally, the number of accepted and declined requests are tallied as well as the total number of 

updated permissions. This string serves as the the body of an email which is sent to the user to notify 

them that their file permissions have been updated.   

This script also creates a log of all permission updates. The log contains the name of the administrator 

who updated the file permissions for the user, the user’s ID in the login table, the PID of the file and a 

timestamp. This feature was created to allow the Zamani Project team to determine which team 

member had update a user’s permissions, should this be required for auditing reasons.  

 

Testing 

Overview 
The feasibility testing for this iteration required the inclusion of functionality to allow a user to change 

their password. Additionally, that a user was able to request files, view request states and download 

either single files or batch downloads. The primary administrator was required to be notified via email 

of any new requests. The Request Management functionality was required to allow an administrator 

to update the file permissions. The user was also required to be notified via email of these changes in 

their permissions. The results of these tests can be seen below. 

 

Change Password 
The screenshots below show the process of a user entering their email address in order to change 

their password and the email they received which includes their new password. 
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Figure 29: Successful password change 

 

Figure 30: Email containing the user's new password 

Data Request Interface 

Request Button 
The screenshots below show the request file form, which allows the user to request a file with a reason 

as well as the email sent to the primary administrator of the Zamani Data Archive when a request is 

made. The third screenshot shows a file that has already been requested. 

 

 

Figure 31: Request file form available after successful login 
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Figure 32: Email to notify the administrator that these is a new file request 

 

Figure 33: Metadata view of a file that has been accepted 

Account Page 
The screenshots below show the process of a user viewing their requests in the account page, 

downloading a single file as well as a batch downloads and the content of the ZIP file downloaded.  

 

Figure 34: Account page showing the different request states a user can have 
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Figure 35: Single file download 

 

Figure 36: Batch file download 

 

Figure 37: Contents of ZIP archive confirming the download was successful 
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Request Management – Download Management Page 
The screenshots below show the download management page where an administrator can view the 

current file requests by users in the Zamani Data Archive.  Both the expanded and minimized view of 

a user’s requests can be seen. An extract of the permissions.log and the email sent to the user when 

their file permissions are updated has been included.  

 

 

Figure 38: Download management page showing the currently requested files for various users from the Usability study 

 

Figure 39: Expanded view of an individual user's requests 

 

Figure 40: Extract from the permissions.log file 
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Figure 41: Email notification to use that their permissions have been updated 

 

Evaluation 
This iteration provided the Zamani Data Archivie with the remainder of the Data Request Interface 

allowing users to request files, view requests and download content.  Additional functionality was 

created to allow a user to change their password.  

It was noted that the ability to perform batch file requests would be useful and speed up the process 

of requesting multiple files for the user. This was not included in this iteration due to time constraints 

and will be further explored in future work on the Zamani Data Archive. 

The functionality created in this iteration provided users with access to the Zamani data set, a primary 

goal of the project. Dynamically creating ZIP archives for batch downloads provided a mechanism to 

both lower the file download size and provide the user with an easy way of downloading multiple files.  

 

Final Iteration 

Planning 
The final iteration of the development life cycle was used to create the Archival Tools which provide 

ingesting and purging functionality. This gives the administrator control over which sites are publically 

available in the Zamani Data Archive and what they contain. The administrator may also ingest and 

purge subsets of collections if updates on records are needed. Additionally, the ingestion process 

required files to be uploaded to the server, so that they could be locally accessed.  

It was decided that the purge functionality would remove all the metadata records relating to the 

purge and that the files themselves would not be deleted in case of an accidental purge. Additionally, 

Archival Tools required functionality to handle ingestion and purging of a subset of a site.    
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Design and Implementation 

Ingestion 
The first part of the Archival Tools that was developed was the ingestion functionality. The file 

structure chosen for this was a parent collection (country) folder which contains a folder for each site. 

The site folder subsequently contains the metadata relating to the site that has been created by the 

Meta-fy tool. For example the Sudan parent collection contains the MusawwaratEsSufra site which 

subsequently contains all the metadata relating to that site. Both parent collection and sites consist 

of names with no spaces.  This structure imitates the current structure of the Zamani data set allowing 

the administrator to easily understand the Zamani Data Archive structure should they need to access 

the metadata at a later point.  

The metadata created by the Meta-fy tool is then selected by the user and uploaded. Once the upload 

is complete cURL is then used to make a POST request to the Fedora repository to ingest records in 

the site folder. The indexes of the repository are then updated and optimized using the Generic Search 

Service in conjunction with Solr. 

Validation of the all the input fields for the ingestion functionality has been enforced to ensure that 

all the necessary fields are filled in and that the system does not behave in an unexpected manner 

due to invalid input. A high-level overview of the ingestion process can be seen in Figure 42.  

 

 

Figure 42: Flowchart of the ingestion process 

 

Ingestion – Important Scripts and Functions 
upload.php 

This script is responsible for creating or updating the contents of a site in the Zamani Data Archive. 

Before any files are uploaded this script first checks if the parent collection and site folders exists in 

the uploads directory on the server. If they do not exists they are created. Once the folder structure 

has been created or identified, the script then uploads the files to the directory specified by the 

administrator.  

Once the files have finished uploading the site directory containing the metadata is then processed 

using a directory iterator. Processing entails determining the PID of each file using its name. An 

example of a parent collection, site collection and object PID can be seen in Figure 43. Once the PID 

has been determined the ingestXMLFile function is called using the PID and file name as parameters. 

This function is found in the ingestor.php scripts which is described below. 

 

Figure 43: Example PID of a parent collection, site collection and object 

collection1:Sudan  
collection1:MusawwaratEsSufra  
uctnew:0000001 
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Once the entire directory has been iterated through the updateIndexFromXML.php and 

updateIndexOptimize scripts are called. The details of these scripts can be seen in the preceding 

sections. 

This script also allows a user to update a subset of records by first purging the objects from the Fedora 

repository as described below and then uploading the files you wish to update.  

 

ingestor.php 

In order to ingest files this script contains the ingestXMLFile function which takes a PID and a file name 

as input. It then performs a cURL post request to the Fedora repository to ingest the data.  

 

Figure 44: cURL options used for ingestion of objects into the Fedora repository 

 

updateIndexFromFOXML.php 

This function is responsible for updating the Generic Search Interface and Solr indexing of the 

repository using the FOXML objects that have been ingested. This script is used after either ingestion 

or purging has been performed to ensure that the indexing of the archive contains the current set of 

objects in the archive. 

 

 

Figure 45: cURL options used update indexes 

 

 

 

CURLOPT_RETURNTRANSFER => true, 
CURLOPT_URL => $url,  
CURLOPT_HTTPHEADER => array("Accept: text/xml", "Content-Type: text/xml"),  
CURLOPT_USERPWD => $fedoraUserPwd,  
CURLOPT_HTTPAUTH => CURLAUTH_BASIC,  
CURLOPT_SSL_VERIFYPEER => false,  
CURLOPT_POST => true,  
CURLOPT_POSTFIELDS => $xml 
 

$url = 'http://fedoraAdmin:fedoraAdmin@localhost:8080/fedoragsearch/rest'; 
$myvars = "operation=updateIndex&action=fromFoxmlFiles"; 
 
$ch = curl_init( $url ); 
curl_setopt( $ch, CURLOPT_POST, 1); 
curl_setopt( $ch, CURLOPT_POSTFIELDS, $myvars); 
curl_setopt( $ch, CURLOPT_FOLLOWLOCATION, 1); 
curl_setopt( $ch, CURLOPT_HEADER, 0); 
curl_setopt( $ch, CURLOPT_RETURNTRANSFER, 1); 
$response = curl_exec( $ch ); 
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updateIndexOptimize.php 

In order to improve the performance of the Solr search functionality the indexes are optimised after 

they have either been ingested or purged. Optimising the indexes is similar to a defragmentation 

command. This operation reorganises the indexes into segments, increasing search speed  (Fedora 

Project, 2007). Additionally, this function removes any indexes of objects that have been removed. 

The optimise operation is called via a cURL post request to the Fedora GSearch REST API.  

 

 

 

Purging 
The next part of the Archival Tools that was developed was the purging functionality. Purging makes 

use of the file structure created in the ingestion process.  A drop down list is provided to the 

administrator containing all site folders. In order to purge a site the administrator selects the site they 

would to purge from the Fedora repository and presses the purge collection button. The script then 

uses a directory iterator to determine the PIDs of the objects the administrator has selected for 

removal. Purging is done by using the purgeObject function in the purger.php script described in the 

following section. 

Additionally, the administrator may also enter a comma separate list of PIDs if they wish to remove a 

sub-set of a collection. The list of PIDs is also passed to the purger.php script. 

 

Purging – Important Scripts and Functions  
purger.php 

This script contains the purgeObject function which is used to purge objects from the Fedora 

repository by passing it the PID of the file the user wishes to remove. This script follows a similar 

structure to the ingestor.php script with the inclusion of a CURLOPT_CUSTOMREQUEST option which 

is set to DELETE. This tells the Fedora repository to remove the specified index from the repository.   

 

$url = 'http://fedoraAdmin:fedoraAdmin@localhost:8080/fedoragsearch/rest'; 
$myvars = "operation=updateIndex&action=optimize"; 
 
$ch = curl_init( $url ); 
curl_setopt( $ch, CURLOPT_POST, 1); 
curl_setopt( $ch, CURLOPT_POSTFIELDS, $myvars); 
curl_setopt( $ch, CURLOPT_FOLLOWLOCATION, 1); 
curl_setopt( $ch, CURLOPT_HEADER, 0); 
curl_setopt( $ch, CURLOPT_RETURNTRANSFER, 1); 

Figure 46: cURL options to optimise indexes 
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Figure 47: cURL options used for purging an object from the Fedora repository 

Purging is done by sending a custom ‘DELETE’ request via cURL to the fedora repository. The fedora 

repository replies with a time stamp and PID in the console to inform the user that records have been 

successfully removed.  The console also shows the administrator if the object being purged does not 

exists in the low level storage. 

 

Testing 
The feasibility testing for the final iteration required that an administrator be able to ingest and purge 

either a site or a subset of a site from the Zamani Data Archive. Additionally, these values needed to 

be indexed and optimised in order for Solr to power the Search Interface functionality of the archive. 

The results of these tests can be seen below. 

 

Ingestion 
The screenshot below shows the current facets available as well as collection marker on the map. This 

indicates that the objects were successfully ingested into the archive as the Search Interface utilising 

the indexes created during ingestion to generate these values.  

 

 

Figure 48: Confirmation that records were successfully ingested 

 
 

 

CURLOPT_RETURNTRANSFER => true,  
CURLOPT_URL =>$url ,  
CURLOPT_HTTPHEADER => $headers,  
CURLOPT_USERPWD => $fedoraUserPwd,  
CURLOPT_HTTPAUTH => CURLAUTH_BASIC,  
CURLOPT_SSL_VERIFYPEER => $fedoraVerifyPeer,  
 CURLOPT_CUSTOMREQUEST => ‘DELETE’ 
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Purging 
The screenshots below show a successful purge of both a collection and a subset of collection. This is 

confirmed by the timestamp and PID that can be seen in the console. 

 

Figure 49: Successful purge of the Sudan Musawwarat Es Sufra collection 

 

Figure 50: successful purging of a subset of a collection 

 

Evaluation 
This iteration provided the Zamani Data Archive with the final components it required to be fully 

functional, the ingestion and purging functionality.  

The Zamani Team were pleased that a permissions.log had been included and understood the 

auditing value it provided.  

During the evaluation of this iteration it was noted that the Ingestion page gives very little feedback 

that it is currently processing an ingestion request. Due to the development stage of the project 

been complete at this point no further work as was done on this interface. Better feedback for this 

interface could thus be considered an opportunity for future work on the Zamani Data Archive. 
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Evaluation 
 

Introduction 
This chapter describes the final evaluation of the systems. The proposal for this project required that 

the system be peer-reviewed and that customer feedback would be used to evaluate the overall 

success of the project. It was decided that system usability testing and user acceptance testing should 

be used to perform these evaluations.  

 

Legal and Ethical Issues 
All software used in the development of the Zamani Data Archive is open source, this was done to 

ensure the longevity of the system. Additionally, future development on the project would not be 

constrained by licences and fees. All the Zamani data used in the project was provided by the Zamani 

Project team with an understanding that it would only be used for the project and not distributed.  

Before the Usability test was performed in the final evaluations of the system ethical clearance was 

obtained from the Department of Student Affairs granting access to University of Cape Town students 

(see Appendix C1). Additionally, clearance was obtained from the Science Faculty Research Ethics 

Committee (see Appendix C2).   

 

Usability Testing 
A primary objective of the project was to provide a way to present the Zamani Project data to the 
public and researchers alike. Additionally, the archive was intended to provide the Zamani Team with 
tools to manage their data and structure it. In order to determine if these objectives were achieved, a 
usability test was deemed appropriate as it measures the capacity of a product to meet its intended 
purpose (Brooke, 1996).  
 

 

Hypothesis 
The Zamani Archival System offers a high level of usability to both end-users and the system 

administrators. 

 

Study Description 
The usability test used a sample population consisting of 15 University of Cape Town students. 

Students were deemed an accurate representation of the target population as they possess similar 

levels of expertise. Additionally, this population was chosen as researchers involved in geospatial data 

are not easily accessible, which would have resulted in a smaller sample size.  

The study was performed in the honours laboratory in the Computer Science building at the University 

of Cape Town. The duration of the study was approximately 45 minutes but this did vary between 

students. No constraints were placed on the time given to perform tasks as the chosen population 

varied in levels of expertise regarding; computers, web browsers, digital archives, permissions 

systems, metadata and search interfaces. 
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The same computer was used for all testing to minimize the variation in system performance and 

subsequently the interaction the participant had with the archive. In order to minimize the effects of 

the network instability, the computer used for the study was positioned in the same location in the 

honours laboratory.  

Before participants were allowed to do the study, they were required to fill out a consent form (see 

Appendix C3). Participants were informed that their anonymity would be kept and that any 

information obtained would be kept confidential. 

Participants were then asked to complete the Zamani Archival System Usability Test that can be found 

in Appendix C4, consisting of five sections. The first section was a background questionnaire which 

was used to gauge the participant’s level of expertise. The remaining sections dealt with a number of 

tasks involving the main user activities of the Zamani Archival System. These tasks we broken up into 

permissions system and archival tools. After each task, the participant was required to answer a short 

questionnaire, relating to the task they had just completed and a System Usability Scale (SUS) for that 

component.  

 

Results and Analysis 
The study was performed with 15 participants ranging in age from 21 -24 years old. Participants were 

also spread across the Commerce, Engineering, Humanities and Science faculties. This spread ensured 

that the sample of participants used was a true representation of the population.  

Every participant was able to complete all the tasks in the usability test for both the permissions 

system and archival tasks. This alone is a strong indication of the usability of the archive. Additionally, 

this reinforces the results of the SUS as feedback was given after the completion of all the tasks.  

The mean SUS score for the permissions and archival tasks were 83.125 and 79.6875 respectively. 

With just these individual scores it is, however difficult to interpret what these scores mean. In order 

to provide a subject label to these values, the adjective rating scale seen in Figure 54 was added to 

the SUS as suggested by Bangor, et al (2009).  Using this scale, we are to see that both the permissions 

and archival tasks fall between the ‘Good’ and ‘Excellent’ categories.  It can thus been deduced that 

the system offers a high level of usability. However, the fact that these values could be higher indicates 

that there is room for improvements to the system. 

 

Figure 51: SUS adjective rating scale 

To better understand these scores, a closer examination of the SUS results across the various faculties 

is needed.  Students in the Commerce and Humanities faculties tended to give more neutral 

responses, whereas students in the Engineering and Science faculties gave higher scores to both SUS 

questionnaires. This indicates that the mean SUS scores had a central tendency, which can be 

explained by the composition of the population. As the Science and Engineering students more closely 
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represent the target population of the system this is not a cause for concern. However this still 

indicates that the usability of the system could be improved for non-expert users.  

The lower score of the archival tasks can be further explained by the fact that some participants in the 

study were non-expert users. As the Archival tools were created for expert users, it was expected that 

the participants would find these tasks more difficult. 

In answering the questions for the permissions tasks, it was noted that some participants responded 

‘No’ to the question, “Was the download button easy to find on the accounts page?” This can be 

attributed to the fact that users of the system are required to scroll down to see the “Download File(s)” 

button. This indicates that the placement of the button could be revised in future work on this archive. 

 

User Acceptance Testing 
In order to evaluate whether the requirements of the project were met, a user acceptance test was 

deemed the most appropriate tool. This testing required the development team to demonstrate all 

the required functionality of the system to the clients. Additionally, the clients were asked to evaluate 

whether the requirements of each component of the archive were met. The user acceptance test used 

can be found in the Appendix C5. 

 

Test Description 
The user acceptance testing was done at the Geomatics Department at the University of Cape Town 

with the clients, the Zamani Project team. The clients were informed that the testing was being 

conducted to evaluate whether the requirements of the Zamani Data Archive had been met. 

A fully functional testing environment was provided to the participants along with any required test 

data. Test scenarios were taken from the usability study conducted by the development team to 

demonstrate the core functionality of the system. The development team created secondary tasks on-

the-fly to encourage client involvement.  This was be used to demonstrate functionality and increase 

overall understanding of the system. 

The Zamani Project Team was then asked if the initial requirements of the project had been met and 

if the system behaved in the expected manner. The Zamani Project Team was asked to assign a ‘pass’ 

or ‘fail’ status to each test case based on whether it has satisfied the specified initial requirements.  

The scope of the User Acceptance Test included all the components of the permissions system and 

Archival Tools. The video streaming functionality was not implemented in the final system due to time 

constraints and this was deemed out of scope for this test. 

The test performed can be seen in the Requirement-Based Test Criteria section. 
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Requirement-Based Test Criteria 

ID Criteria 

1.1 Account Management 

1.1.1 Register an account 

1.1.2 Terms & Conditions of the Zamani Project Archive in registration 

1.1.3 Activate registered account 

1.1.4 Request a new password 

1.2 File Requests 

1.2.1 Request a file with a personalised message  

1.2.2 Zamani Archive Admin notified by email 

1.2.3 View file request status 

1.3 File Downloads 

1.3.1 Single file download 

1.3.2 Batch file download 

2.1 Permissions Management 

2.1.1 View user file requests as an administrator 

2.1.2 Accept user requests 

2.1.3 Decline user requests 

3.1 Ingesting 

3.1.1 Ingest metadata produced by Meta-fy 

3.1.2 Ingest a sub-set of a collection 

3.2 Purging 

3.2.1 Purge collection 

3.2.2 Purge list of records 

 

Results and Analysis  
All test cases where passed in the user acceptance testing, which confirmed that the original 

requirements of the project had been met. This can be seen in the Results section below. 

Results 
ID Test Cases Pass/Fail Tested By Date Tested 

1.1 Account Management Pass Zamani Team 20/10/2014 

1.2 File Requests Pass Zamani Team 20/10/2014 

1.3 File Downloads Pass Zamani Team 20/10/2014 

2.1 Permissions Management Pass Zamani Team 20/10/2014 

3.1 Ingesting Pass Zamani Team 20/10/2014 

3.2 Purging Pass Zamani Team 20/10/2014 

 

The overall reception from the client was excellent. This was confirmed when the client indicated that 

they felt the Zamani Archive was ready for production.  

The clients indicated that they wished to do future work on the Zamani Archive, including 

improvements and new requirements. Notable new requirements included the inclusion of bulk file 

request functionality and download statistics. 
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Future Work 
A number of opportunities for future work were identified during the development process of the 

Zamani Data Archive. This chapter aims to describe these potential sources of future work, which 

could be used to improve and extend the functionality of the Zamani Data Archive. Additionally, video 

streaming functionality has been included in this section as time constraints prevented the 

development of this feature. 

 

Public Portal 

Batch Requests 
Currently the request functionality of the Public Portal only allows for single file requests. The possible 

inclusion of batch request for a result set could provide users of the Zamani Archive with a more 

efficient way of requesting multiple files. 

 

Statistics 
The inclusion of download statistics could provide the Zamani Project team. Additionally, statistics 

relating to the number of objects and sites in the repository could be added. This could provide the 

Zamani Project team with a metric to better gauge user interaction with the Zamani Data Archive.  

These statistics could be displayed in the Backend on a Statistics page. 

 

Change Password 
Currently the functionality to change a user’s password in the Public Portal server is limited to sending 

the user a randomly generated password. The inclusion of functionality to change your password once 

you are logged in could be included. This will provide users that have forgotten their passwords and 

with a way of replacing their randomly generated password with something more familiar.  

 

Video streaming 
Due to time constraints, video streaming content was not developed for the system. The inclusion of 

this functionality could provide Zamani Data Archive with an additional method for presenting the 

Zamani data set to users. 

 

Archival Tools 

Ingestion interface Feedback 
Currently the ingest interface in the Archival Tools does not provide any feedback after it has 

completed the uploading of files to the upload folder for ingestion. When the ingestion is complete 

the page refreshes clearing the input fields. This indicates that the ingestion is complete. This is due 

to use of a file input field which cannot be used in an AJAX request. It is thus difficult to display 

feedback in the same manner as the purge interface, which provides a console showing the PID and 
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timestamp of each record that is purged.  Alternative methods of providing feedback in this interface 

could be further explored in future work on the Zamani Data Archive. 

 

Conclusion 
The proposed system for the Zamani Data Archive consisted of an Archive, Public Portal, Search 

Interface and Metadata Management tool.  

The archive consisted of an Nginx Webserver and a Fedora repository which in conjunction provided 

the infrastructure to support the Zamani Data Archive. Nginx was used to serve content to users as 

well as proxy requests to a PHP-FPM daemon and the Fedora repository. Fedora provided an extensive 

REST Web API that could be used to access the Zamani Data Set in both the Search Interface and Public 

Portal. The Archival tools provided the Zamani Data Archive administrators with a way of managing 

the content available in the repository. 

The Public Portal provided users of the Zamani Data Archive with a mechanism to access the Zamani 

data set. A permissions system was developed to allow users to request the data available on the 

archive. The public portal allows users to perform both single and batch file downloads.  Batch 

downloads were handled by the Nginx Mod_Zip module which provided a mechanism to dynamically 

generate ZIP archives.  The Request Management interface provided the administrator of the Zamani 

Archive with a tool to manage requests. 

The Usability Test provided the development team with a subjective label for the overall usability of 

the system which was concluded to be in the range between good and excellent. As this score was not 

perfect this does indicate that there are still improvements which could be made to the system which 

was further explored in the Future Work chapter. 

The positive response received from the Zamani Project team during the final evaluation of the system 

indicated that the system met its initial requirements. This was further enforced when the Zamani 

Project team indicated that they felt the system is ready for a production environment and wanted to 

explore possible future work on the archive.   
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Appendix A 
 

A1 - Account Management Screenshots 

Login Home 

 
 

Login Form 

 
 

Registration Form 
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Terms and Conditions Page 

 
 

Change Password Form 

 

A2 - Download Management Page 
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Appendix B  

B1 – Nginx Modules and Configuration 

GZIP 
The GZIP module was included to allow GZIP compression of all the static content served by the 

webserver relating to both the Frontend and the Backend.  This was done in order to lower the 

bandwidth needed by the Zamani Archival system and to speed up page load times. 

 

Mail 
The mail module was included to provide email feedback about file permissions to both the users and 

the admin of the Zamani Archival System. The mail module linked to the existing mail server on Nala 

(the server used for development) which required no further configuration.  

 

Internal Location 
In order to ensure the security of the Zamani Data Archive it was mounted on a location outside the 

Nginx Web root. To allow Nginx to serve content in the mounted folder, a ‘Location’ was created. 

Nginx uses locations directives to define paths to locations on the server (Nginx, 2014). The true 

location of the data was aliased to a ‘/files’ location which could then be referenced by other Nginx 

functionality. By using an alias the true location of the file was also hidden from potential attacks to 

the archive. 

The ‘internal’ directive was used so that the location could only be referenced by Nginx.  Any external 

requests to this location result in a ‘404 (Not Found)’ response, further decreasing the chances of an 

attack on the Zamani data set. The configuration used can be seen below. 

The GZIP module was disabled in this location to prevent the content being served in this directory 

from being compressed twice as this location was created to handle download which would include 

its own compression if needed.  

 

Figure 52: Nginx internal location (found in fedora.conf) 

 

Nginx and PHP 
In order to create the PHP-FPM daemon, the package was installed and configured to listen on port 

9000. For Nginx to use the PHP-FPM daemon the ‘php’ upstream seen below in Figure 56 was created. 

This forwards PHP requests via the TCP/IP protocol to PHP-FPM daemon. Additionally, the location in 

location /files { 
       autoindex off; 
 gzip off; 
 alias  /mnt/shares; 
 internal; 
    } 
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Figure 57 was created which specified the FastCGI parameters for PHP-FPM before sending the 

request to the ‘php’ upstream.   

 

 

Figure 53: Nginx PHP upstream (found in nginx.conf) 

 

 

Figure 54: Nginx worker PHP redirect to PHP-FPM (found in fedora.conf) 

 

Proxy Application Server 
The Nginx webserver also served as a proxy server, passing requests to the Fedora repository. This is 

due to the fact that Nala can only be accessed on port 80 due to security restrictions enforced at the 

University of Cape Town. 

In order to configure Nginx to proxy requests to the Fedora repository running in the Apache Tomcat 

application server, the ‘proxyPort’ and ‘proxyName’ settings were required. These values were linked 

to the ‘listen’ port and ‘server_name’ directives in the Nginx configuration. The configuration used 

can be seen below.  

 

Figure 55: Nginx proxy configuration (found in fedora.conf) 

 

Figure 56: Apache Tomcat proxy configuration (found in server.xml) 

 

upstream php { 
    server 127.0.0.1:9000; 
} 

# pass the PHP scripts to FPM  
location ~ \.php$ { 
    try_files $uri =404; 
    fastcgi_split_path_info ^(.+\.php)(/.+)$; 
    include fastcgi_params; 
    fastcgi_index index.php; 
    fastcgi_param SCRIPT_FILENAME /usr/share/nginx/www$fastcgi_script_name; 
    fastcgi_pass php; 
    fastcgi_read_timeout 300; 
} 

listen 80;  
server_name nala.cs.uct.ac.za; 

<Connector port="8080"  protocol="HTTP/1.1" proxyPort="80" proxyName="nala.cs.uct.ac.za" 

connectionTimeout="20000" redirectPort="8443" enableLookups="true" acceptCount="100" 

maxThreads="150" minSpareThreads="25" maxSpareThreads="75" URIEncoding="UTF-8" /> 

server.xml 
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Mod_zip 
This module was developed by Evan Miller (https://github.com/evanmiller/mod_zip) and can be used 

to dynamically assemble ZIP files. Mod_zip scans the response body of an HTTP request for a list of 

files with additional attributes, which are retrieved and encoded in order (Miller, 2013). The attributes 

needed by the module are a CRC32 checksum of the file, file size, file path and file name. This module 

was added for the compression of batch file download requests in order to reduce the size of the 

download for the user.  

 

https://github.com/evanmiller/mod_zip
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Appendix C 

C1 – Science Faculty Research Ethical Clearance 
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C2 – Research Access to Students  
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C3 -Consent Form 
Consent to participate in a research study 

Dear UCT student, 

Invitation to participate in research investigating the usability of the Zamani Archival System. 

Introductory Statement 
The Zamani Archive is a system built for the Zamani Project (http://www.zamani-project.org/) to manage its 

large collection of geo-spatial data captured at various cultural heritage sites in Africa and the Middle-East. The 

systems sole purpose is the creation of an archive for the Zamani Project, in order to enable structure, 

preservation and distribution of the data. The system includes a metadata management tool, namely Meta-fy to 

ensure that the creation of metadata is easy and automated where possible. The system features a public portal 

that enables users to search through the archives metadata allowing them to view, request and download data 

from the archive. Additionally, the public portal includes a permission system whereby users need to register 

and accept the terms and conditions associated with the data before requesting and downloading data from the 

archive. 

Study Purpose 
You are being asked to participate in a research study being conducted by two computer science honours 

students at the University of Cape Town. The purpose of this study will be to analyse the Zamani Archival 

System. 

Study Procedures 
If you decide to participate in this study, you will be asked to complete a number of tasks as specified in the 

section to follow. After each task you will be asked to complete a short questionnaire. Please note that all 

information obtained from you will be kept strictly confidential. 

Tasks 
 Meta-fy related tasks 
 Search interface related tasks 
 Permission related tasks 
 Archival related tasks 

Environment & Duration 
The study will take place in the honours laboratory in the Computer Science building at the University of Cape 

Town. The duration of the study is estimated to take 45 minutes but is user-dependent and will vary. 

Voluntary Participation 
Participation in this study is completely voluntary. You are free to refuse to answer any question. Your decision 

regarding participation in this study will not have any consequences for you. If you decide to participate, you are 

free to change your mind and discontinue participation at any time without any consequences. 

Questions 
Any study-related questions, problems or emergencies should be directed to the following researchers: 
Michael Ferguson                             frgmic005@myuct.ac.za 
Jay Benson                                        bnsjay001@myuct.ac.za 
Prof Hussein Suleman                     hussein@cs.uct.ac.za 

I have read the above information and am satisfied with my understanding of the study. I hereby 

voluntarily consent to participation in the research study as described.  
 

______________________________                                                    _____________________________ 

Signature of participant                                                                          Date 

______________________________                                                       Michael Ferguson and Jay Benson       
Name of participant                                                                                Researchers 
 

 

http://www.zamani-project.org/
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C4 - System Usability Test 
Questionnaire 

There is a total of nine sections in this study, five of which consist of questions and the other four 

tasks. 

1. Background Information 

This section is essential in obtaining background information about you. 

1.1 What is your age?     __________________________________ 

1.2 Rate your experience in the following: 

● Using a computer    (none, very little, basic, advanced, expert) 
● Using a web browser    (none, very little, basic, advanced, expert) 

1.3 Rate your understanding of the following terms: 

● Digital archive     (none, very little, basic, advanced, expert) 
● Permission system    (none, very little, basic, advanced, expert) 
● Metadata     (none, very little, basic, advanced, expert) 
● Search interface     (none, very little, basic, advanced, expert) 

1.4 What faculty are you enrolled in?   __________________________________ 

 

 

2. Permissions Tasks 

The Zamani Archive index page is open in a tab in the browser. You will need to open another tab 

with your email address that you wish to register with. The Zamani Archive Backend index page is 

also in a tab in the browser. 

2.1. Create an account on the Zamani Archive and activate it (activation emails may take a short while) 

2.2. Request files in the archive 

2.2.1. Search using any methods available on the search interface. 

2.2.2. Navigate to a record view 

2.2.3. Request the file using “Study Request Task” as the message for the request 

2.2.4. Repeat steps 2.2.1 and 2.2.3 until you have requested 5 files  

2.3. Accept the newly requested files 

2.3.1.Navigate to the Zamani Archive Backend tab in the browser 

2.3.2.Log in using the following details; Username: “study2014”, Password: “study2014” 

2.3.3.Ensure you are now on the ‘Download Management’ tab 

2.3.4.Look for your email address in the permissions table 

2.3.5.Select “accept” for 3 files, “decline” for 1 file and leave 1 file unchecked 

2.3.6.Update your permissions 

2.3.7.Check your email address for a permissions update notification (emails may take a short while) 

2.4. Download files you have accepted 

2.4.1.Navigate to the Account page 

2.4.2.Select one file and download it 

2.4.3.Once your download is complete, Select all available files and download them 

2.4.4.Verify that the downloaded zip contains the files requested 
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3. Permissions Questions 

 

3.1. Did you successfully complete all of the ‘Public Portal Tasks’? 

Please choose one of the following (estimate where needed): 

A) Yes 
B) More than half the tasks successfully completed 
C) More than 75 percent of the tasks successfully completed 
D)  Less than half the tasks successfully completed 

3.2. Were you able to create an account?      (YES , NO) 

3.3. Were you able to request a file?       (YES , NO) 

3.4. Were you able to download a single file?      (YES , NO) 

3.5. Were you able to download a batch of files?     (YES , NO) 

3.6. Was the download button easy to find on the accounts page?   (YES , NO) 

3.7. Were you able to add a personal message with the file requests?   (YES , NO) 

3.8. Were you notified when you file was accepted?     (YES , NO) 

3.9. Did you receive a permissions update notification?     (YES , NO) 

 

Instructions:  For each of the following statements, mark one box that best describes your reactions 

to the website today.   
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4. Archival Tasks  

The Zamani Archive index page is open in a tab in the browser. The Zamani Archive Backend index 

page is also in a tab in the browser. 

 

4.1 Ingest new metadata into the archive 

4.1.1 Navigate to the Zamani Archive Backend tab in the browser 

4.1.2 Log in using the following details; Username: “study2014”, Password: “study2014” 

4.1.3 Navigate to the Ingestion page  

4.1.4 Enter the name of the parent collection “Sudan” and site “MusawwaratEsSufra” 

4.1.5 Select all of the files in the “Sudan_MusawwaratEsSufra_output” folder on your desktop 

and ingest them. (The page will refresh when this is complete) 

4.1.6 Navigate to the Zamani Archive index page and verify your records have been ingested 

4.2 Purge a collection of records in the archive  

4.2.1 Navigate the to the Ingestion page 

4.2.2 Press the “Purge” control panel option 

4.2.3 Select the ‘MusawwaratEsSufra’ collection from the drop down list and purge it 

4.2.4 Navigate to the Zamani Archive index page and verify your records have been purged 

4.3 Purge a set of records in the archive  

4.3.1 Repeat 3.1 so that you have records to remove 

4.3.2 Ensure you are logged into the Zamani Archive Backend  

4.3.3 Navigate the to the Ingestion page 

4.3.4 Press the ‘Purge’ control panel option 

4.3.5 Enter this list of comma separated PIDs (studynew:0000001, studynew:0000002, 

studynew:0000003 ) and purge them 

4.3.6 Navigate to the Zamani Archive index page and verify your records have been purged 

4.4 Ingest a sub-set of records into the archive 

4.4.1 Enter the name of the parent collection “Sudan” and site “MusawwaratEsSufra” 

4.4.2 Select the following files in the “Sudan_MusawwaratEsSufra_output” folder and ingest 

them. 

“studynew:0000001.xml”, “studynew:0000002.xml”, “studynew:0000003.xml” 

(The page will refresh when this is complete) 
4.4.3 Navigate to the Zamani Archive index page and verify your records have been ingested 
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5. Archival Task Questions 

 

5.1 Did you successfully complete all of the ‘Ingestion Tasks’? 

 

Please choose one of the following (estimate where needed): 
A) Yes 
B) More than half the tasks successfully completed 
C) More than 75 percent of the tasks successfully completed 
D)  Less than half the tasks successfully completed 

 
5.2 Were you able to accept or decline download requests?    (YES , NO) 

5.3 Were you able to ingest a collection?      (YES , NO) 

5.4 Were you able to purge a collection?       (YES , NO) 

5.5 Were you able to ingest a sub set of collection?     (YES , NO) 

5.6 Were you able to purge a subset of data?      (YES , NO) 

 

 

 

Instructions:  For each of the following statements, mark one box that best describes your reactions 

to the website today.   
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C5 – User Acceptance Test 
Project name:  Zamani Data Archive 
Project Owner:  Zamani Project – Geomatics Department UCT   
Supervisor:  Hussein Suleman 
Test Date:  20/10/2014 

 

In Scope 

1. Permissions System 

1.1. Account Management  

1.2. File Requests 

1.3. File Downloads 

2. Archival Tools 

2.1. Permissions Management 

2.2. Ingesting 

2.3. Purging 

 

Out of Scope 

1. Video Streaming 

1.1. Due to a lack of time this feature was not implemented in the final system and thus 

cannot be reviewed by the client. 

Requirement-Based Test Criteria 
ID Criteria 

1.1 Account Management 

1.1.1 Register an account 

1.1.2 Terms & Conditions of the Zamani Project Archive in registration 

1.1.3 Activate registered account 

1.1.4 Request a new password 

1.2 File Requests 

1.2.1 Request a file with a personalised message  

1.2.2 Zamani Archive Admin notified by email 

1.2.3 View file request status 

1.3 File Downloads 

1.3.1 Single file download 

1.3.2 Batch file download 

2.1 Permissions Management 

2.1.1 View user file requests as an administrator 

2.1.2 Accept user requests 

2.1.3 Decline user requests 

2.2 Ingesting 

2.2.1 Ingest metadata produced by Meta-fy 

2.2.2 Ingest a sub-set of a collection 

2.3 Purging 

2.3.1 Purge collection 

2.3.2 Purge list of records 
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Results 

ID Test Cases Pass/Fail Tested By Date Tested 

1.1 Account Management Pass Zamani Team 20/10/2014 

1.2 File Requests Pass Zamani Team 20/10/2014 

1.3 File Downloads Pass Zamani Team 20/10/2014 

2.1 Permissions Management Pass Zamani Team 20/10/2014 

3.2 Ingesting Pass Zamani Team 20/10/2014 

3.3 Purging Pass Zamani Team 20/10/2014 

 


